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Abstract

Detailed spectroscopic analysis of K-shell emission simultaneously observed at the irradiated and unirradiated
surface of laser-exploded foils is reported. The space-dependent spectral line widths and relative shifts in the
positions of the Al Lyman transition are interpreted in terms of the plasma density variations; the trend in the
shifts data supports the idea of a density-dependent line shift. The signi;cant features of the spectra emitted
from the densest part of the plasma are compared with predictions from standard diagnostics modeling based
on codes MEDUSA and FLY, and with the results of 2D ATLANT hydrodynamic simulations post-processed
with a novel suite of atomic physics codes XEPAP. The results obtained corroborate the feasibility of the
plasma density diagnostics based on line shifts in the intermediately coupled plasmas.
? 2003 Elsevier Science Ltd. All rights reserved.
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1. Introduction

X-ray spectra emitted from hot dense plasmas provide an important diagnostic tool to infer lo-
cal plasma parameters particularly ionization stage, density, and temperature [1]. The spectroscopic
measurements of the plasma density are typically based on absolute continuum or line intensities,
relative line intensities or spectral line widths and pro;les. Most of these techniques require some
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knowledge of plasma temperature, which must be provided either by independent measurements,
e.g., by Langmuir probe or Thomson scattering diagnostics, or by spectroscopic methods [2].

According to theoretical predictions [3–6], the widths and frequency shifts of Stark-broadened
lines are strongly density dependent and relatively weakly temperature dependent. Consequently,
the line widths of hydrogenic ions are standardly used for density diagnosis of laboratory plasmas.
Concerning the line shifts, the situation is less clear as eLorts that aimed to develop new robust
high-density diagnostics failed [7]. Red line shifts in dense laser-produced plasmas observed in a
number of earlier experiments are brieMy reviewed, e.g., in Refs. [8,9]. These measurements were
mostly directed to provide a benchmark for competing theories of line shifts and to investigate the
physics of ions in high-density plasmas. Recently, the interest in the plasma-induced line shifts reap-
peared with respect to directly or indirectly driven microsphere experiments [9,10] characterized by
high electron densities and temperatures, i.e., 1024 cm−3 and 1 keV, respectively, and distinct line
shifts. Further, the analyses of the extremely broad Al K-shell resonance lines and their satellites
observed in short pulse laser-produced plasma experiments at solid density [11] indicate large red
shifts corresponding to electron densities of (5–10)×1023 cm−3 and temperatures of ∼300 eV. These
observations, however, remain a subject of some controversy, particularly due to occurrence of sig-
ni;cant high-order satellite emission overlapping the resonance lines and the associated uncertainties
introduced by the wavelength markers.

This paper focuses on spectroscopic determination of plasma parameters at the irradiated (front)
and unirradiated (rear) surfaces of laser-exploded foils. Taking into account the laterally uncon-
strained plasma expansion, these measurements are complementary to previously reported experiments
on dot targets [8]. The experimental details are presented with emphasis on the high dispersion of the
spectrometer used. By using a standard code for density diagnosis [3] and the shift factors computed
with a quantum-mechanical impact theory [5], the observed line widths and shifts of the Al Lyman
transition are interpreted in terms of the plasma density variation with respect to the distance from
the laser-irradiated target. To verify the results obtained, the time-integrated spectroscopic data are
compared with synthetic spectra produced by post-processing the 1D and 2D hydrodynamic sim-
ulations. Finally, the conclusions for density diagnostics based on the line shifts in intermediately
coupled plasmas are drawn.

2. Experimental details

The experiment was carried out on the iodine laser system at the PALS Research Center in Prague
[12]. The scheme of the experimental geometry is shown in Fig. 1. A single laser beam delivering
up to 220 J of frequency-tripled radiation (0:44 �m) in a pulse length of 0:4 ns was focused to a
diameter of 80 �m, yielding a maximum intensity of 1:1×1016 W=cm2 on a target. The radiation was
incident normally onto self-supported aluminum foils with thickness ranging from 0.8 to 5 �m. Here,
we shall concentrate on an evaluation of the laser interaction with the 5-�m-thick foil characterized
by the strongest asymmetry in the plasma parameters distribution at both surfaces of the target. The
complementary results measured on thinner foils will be published elsewhere [13].

The principle diagnostics used in this experiment was a vertical-geometry Johann spectrometer
(VJS). The VJS disperses the radiation in a direction parallel to the axis of the cylindrically bent
crystal, i.e., as a function of the vertical divergence angle ’. The source and the detector are
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Fig. 1. A schematic diagram of the experiment.

positioned on the Rowland circle de;ned by the crystal center and the spectra are recorded with 1D
spatial resolution of a few microns obtained in a direction perpendicular to the dispersion plane. For
sources extended along the y-axis, the Bragg angle of the central ray �0 decreases with the increas-
ing distance of the emitting region from the Rowland circle. This explains the arched character of
the spectral lines recorded at the detector (schematically shown in Fig. 1). The instrument provides
two identical sets of spectra symmetrically disposed about the central wavelength �0 (related via
the Bragg equation to the angle �0). The existence of this axis of symmetry facilitates the compu-
tational reconstruction of the detected spectra and, what is of primary importance, the problem of
accurate measurement of the spectral line positions or their relative changes is reduced to the precise
determination of the spacings between corresponding mirror-symmetric spectral features [14].

The VJS was ;tted with a crystal of quartz (100) bent to a radius of 77:2 mm and observed the
spectrum at an angle of emission  = 1◦ to the target surface, the spatial resolution was obtained
along the normal to this. The ray-tracing calculations suggest that for the Ly 	 line of hydrogenic
aluminum and an angle ’=6◦, the VJS provides a spectral resolving power of 3900, linear dispersion
of 175 mm= RA (as compared to a value of 16 mm= RA provided by a standard Mat crystal con;guration),
and a collection eSciency 2 orders of magnitude higher than a comparable Mat-crystal scheme. The
spatial resolution was limited to 12 �m by the microdensitometer slit width. These characteristics
give the VJS distinct advantages over other spectroscopic schemes in this type of measurements.

Due to the extremely high dispersion, the range of the wavelengths T� covered at a given align-
ment of the VJS is rather limited (T�=�¡ 0:03). At a given angular setting, Al Ly 	 and all resolved
higher members of the series (typically up to Ly � or �, i.e., transition 8p or 9p→ 1s) could be
observed simultaneously.

The spectra were recorded on X-ray ;lm Kodak Industrex CX, their reconstruction proceeded
in three steps. First, the image was digitized using the densitometer with an eLective slit size
12× 100 �m2 (spatial resolution × dispersion direction) and the optical densities were converted to
an intensity scale. Second, the spatially resolved spectral lineouts were correlated with the origin of
the y-axis (perpendicular to the target and measured from the foil surface); the reference transition Al
Ly 	 used to calibrate the spectra was de;ned at the distance of 144 �m from the target. Finally, all



388 O. Renner et al. / Journal of Quantitative Spectroscopy & Radiative Transfer 81 (2003) 385–394

relevant scans were extracted and recalculated to the linear wavelength scale by using an algorithm
described in Ref. [14].

3. Spectra evaluation

The signal distribution at the detector shown in the insertion of Fig. 1 is a genuine densitogram
of the spectrum emitted from the 5-�m-thick Al foil at the laser intensity of 3× 1015 W=cm2. The
real size of this scan is 56 × 1:3 mm2, i.e., the direction of spatial resolution was stretched to ;t
the picture. The spatially resolved emission of individual spectral lines forms a set of conics; if any
irregularity occurs in the emission, this shape is distorted.

The surface plot from the magni;ed upper part of the insertion from Fig. 1 is shown in Fig. 2.
The Lyman series members 	; �; �, and � can easily be identi;ed. The characteristic features of
the spectra, i.e., the variable line ratios, their gradual broadening and merging close to both foil
surfaces are obvious. Note that an area of about 30 �m behind the foil is obscured by an unablated
foil material. We can also easily identify the deformation of spectral conics corresponding to a shift
of the spectral lines.

These eLects are quantitatively described in Fig. 3. The variable intensities of the reconstructed
spectral lineouts represent the actual measured quantities, for clarity the three scans closest to the
rear surface, −36; −48, and −60 �m were shifted by the values 1.5, 0.5, and 0:1 photons=�m2,
respectively. At larger distances, higher Lyman series members are well resolved whereas close to
the target only the transitions Al Ly 	 and � can be distinguished; all other lines merge with the
continuum. This phenomenon is distinct enough to be used for rough estimates of the plasma density

PALS shot # 2715
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front side

12 µm

Ly η
Ly ζ

Ly ε

Al Ly δ

λ

Fig. 2. A part of the symmetric spectra emitted from 5-�m-thick Al foil irradiated at 3× 1015 W=cm2.
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Fig. 3. Spatially resolved spectra observed at the front (a) and rear (b) surface of the laser-exploded foil.

(via Inglis–Teller limit); however, in the following, we shall concentrate on a detailed analysis of
the diagnostically important Ly 	 emission pro;les.

The spectra background was approximated by a polynomial of the third order and subtracted, the
spectral lines were ;t with pseudo-Voigt pro;les. The starting parameters (line center, amplitude,
width and Gaussian–Lorentzian shape factor) were re;ned using a least-squares procedure. The
precision of the line center of gravity determination is estimated to be T�=�=(0:5–1)×10−4, where
T� is the position uncertainty. The main contributions to this error are introduced by the eLects of
the radiation trapping, as one ;nds that close to the target the optical depth of the Al Ly 	 approaches
2, and by uncertainties in the Doppler correction. The intrinsic limit of the VJS for determination of
the relative line shifts approaches the value of T�=�= 1× 10−5 [14] that, for a given experimental
con;guration, corresponds to a 20 �m change in spacing of relevant spectral features at the detector.
Such shifts can reliably be identi;ed with our high-dispersion spectrometer.

The space-dependent FWHM widths and positions of the Ly 	 transition are shown in Fig. 4.
The line widths increase from approximately 6 m RA observed at the distance of about 150 �m to
more than 25 m RA close to the irradiated foil surface. This broadening is mostly related to the Stark
eLect which dominates the line widths at higher densities; for electron density ne = 1020 cm−3 and
temperature Te = 1000 eV, theory [3] predicts the FWHM width of 2:9 m RA only. The line positions
change by approximately 6 m RA, i.e., about a quarter of the maximum line width recorded. The
observed trend in the shifts data supports the idea that there is a density-dependent line shift.

The measured line widths and shifts were converted to electron densities by using the code FLY
[3] and the line-shift factors following from the quantum-mechanical impact theory [5]. Both these
methods require some knowledge of the electron temperature in the emitting plasma. The needed
values were derived from time-integrated spectra taken at similar conditions by a spatially resolving
survey spectrometer equipped with a Mat ADP (101) crystal [12] and from plasma hydrodynamic
simulations described in the next section.
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Fig. 4. The space-dependent widths and positions of the Al Ly 	 emission pro;les (a) and their recalculation to the electron
densities (b). For comparison, the density distributions simulated by the hydrocode ATLANT for three characteristic times
related to the laser pulse maximum are shown.

As mentioned already, the Stark-broadened shapes and positions of spectral lines depend strongly
on density and relatively weakly on temperature. That is, for a temperature change in the range 500–
2000 eV the density derived from the width changes by ±12% over the density range of interest.
The variation of the line positions with respect to temperature can be determined from the theory
[5] predicting that for Lyman np→ 1s transitions in hydrogen-like ions the energy shifts are Th�=
−Cn(ne=1022 cm−3), where Cn is dependent on temperature. For the Al Ly 	, the values of this
constant are Cn =1:055; 0:903, and 0:837 eV for Te = 340; 845, and 1690 eV, respectively. Thus, the
error introduced typically does not exceed several percent. In the ;rst approximation, we can also
neglect the eLects of temperature on ground and excited populations, which can modify the radiation
transfer and the intensity distribution in the spectra.

The results presented in Fig. 4b demonstrate the consistency of the methods based on line widths
and shifts for the inference of electron densities in the range of ne¿ 1021, i.e., in plasma regions
close to the foil surfaces. The validity of these results is supported by the hydrocode simulations,
the details of which will be presented in the next section. The density distributions, derived from
the simulations for times at laser pulse maximum, +0:3, and +0:6 ns after the maximum, ;t the
data deduced from the experiment. The partial discrepancies in the values found can be attributed
to uncertainties in the theory and to experimental errors; also the detailed treatment of the radiative
transport in the laterally expanding plasma might provide slightly diLerent answers. The results
obtained, however, con;rm that the density diagnosis based on the line shifts is a viable method for
these intermediately coupled plasmas.

4. Numerical simulations

The rough estimate of the plasma conditions at both surfaces of the foil was obtained from
the planar 1D code MEDUSA supplemented by an average-atom model [15]. This code calculates
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the population densities of the ground and excited states of the ions; the latter are proportional to
the emission rates of the given transitions. Consequently, the eLective plasma characteristics relevant
for time-integrated emission at a given spatial coordinate y were calculated by using the emission
rate of the line Al Ly 	 as a weighing factor, see Ref. [16] for details. The synthetic spectra
were produced by post-processing the average plasma parameters with the atomic physics package
FLY [3].

A re;ned analysis was based on the simulation of the plasma dynamics using the cylindrical
version of the 2D hydrocode ATLANT [17], the one-Muid two-temperature Lagrangian code with
natural and arti;cial viscosity, and electron and ion heat conductivity. The heat Mux restriction was
included via the Mux limiter set to f ≈ 0:1, plasma atomic physics was based on an average atom
approximation and the QEOS equation of state [18]. The laser propagation was described by a
ray-tracing algorithm including the collisional light absorption in the underdense plasma. The spatial
resolution was insuScient to calculate in detail the laser reMection near the critical surface; therefore,
a speci;ed portion of laser energy was deposited in the cell where the reMection occurs. The overall
absorption eSciency was set to �A ≈ 0:7. The hydrocode output for the atomic physics post-processor
describes the evolution of plasma parameters along the axis of symmetry. The eLective radial extent
of the plasma was approximated by a minimum of the density and electron temperature characteristic
widths, de;ned as a double distance r at which these parameters decrease to one-half of their on-axis
values.

The spatially resolved, time-integrated spectra were simulated with a novel 1D planar atomic
physics post-processor XEPAP [13] developed to model the K-shell emission from transient inhomo-
geneous plasmas. By using the hydrodynamic parameters produced by ATLANT, the post-processor
calculates in detail the local non-stationary populations of charge states, ground and excited levels
for Li-, He- and H-like ions. The radiative transport is modeled by using emission-absorption line
shapes (both for resonance and selected satellite lines) calculated via the density-matrix theoretical
model of general multielectron ion in plasma [19]. The continuum lowering is treated in the Stuart–
Pyatt approximation [20], the density-dependent shifts of the spectral lines and also the recombi-
nation edge broadening are not included. A specialized module developed for interpretation of dot
target experiments has been used to synthesize the spectra emitted parallel to the target surface. The
plasma was assumed to be homogenous in the direction tangential to the surface within its variable
eLective width. The emission was integrated along rays connected with the Lagrangian coordinates,
the ;nal time-integrated spectra were then interpolated onto a static spatial grid.

An example of the calculations simulating the explosion of the 5-�m-thick Al foil is shown in
Fig. 5. These images broadly correspond to the peak of X-ray emission in the observed spectral
region. At the rear side of the irradiated target (y = 0), the residual unablated foil can still be
distinguished. The plasma conditions on the axis 50 �m behind the target surface are 0:02 g=cm3; Te=
770 eV; ne = 5:2× 1021 cm−3, and an average ionic charge is 11.8. The hydrodynamic simulations
followed the target dynamics and the hole formation in the foil up to 3 ns after the laser pulse
arrival, which is suScient for modeling of the K-shell plasma emission.

The observed and synthetic spectra are compared in Fig. 6. At the distance of 50 �m from the
irradiated foil surface, the overall agreement of the main spectral features and particularly of the
Stark-broadened pro;les of the Al Ly 	 lines is satisfactory. The measured FWHM value of the
Ly 	 pro;le (8:7 ± 0:4 m RA) compares well with the value of 9:1 m RA simulated by ATLANT and
XEPAP. In addition, the spectra produced by MEDUSA and FLY provide somewhat higher FWHM
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Fig. 5. Plasma density (a) and electron temperature (b) pro;les simulated by ATLANT for time 0:3 ns after the laser
maximum. The coordinates r and y correspond to the direction parallel and perpendicular to the foil surface, the laser
pulse arrives along the y-axis.

values: the Ly 	 line synthesized by post-processing the full set of hydrodynamic data gives the
value of 12:4 m RA whereas the steady-state synthetic spectrum corresponding to the eLective plasma
parameters results in the value of 12:1 m RA. The larger line widths derived from the 1D hydrodynamic
simulation are due to the omission of the energy dissipation in the laterally expanding plasma. By
using FLY, the FWHM values of the measured and synthesized Ly 	 pro;les infer the eLective
electron densities ne =1:7; 2:2; 4:2, and 4:0× 1021 cm−3, respectively. Comparing the ;rst two values
with the electron density derived from the line shift (2:3× 1021 cm−3), we can conclude that at the
front foil surface, both experimental methods provide the data consistent with the 2D simulation.

At the rear foil surface, the situation is more complicated. At the distance of −50 �m, the measured
FWHM value of the Ly 	 transition (22:8 ± 0:8 m RA) corresponds to ne = 1:1 × 1022 cm−3. This
is comparable with the density of 1:4 × 1022 cm−3 derived from the line shift but considerably
larger than the values of 7:3× 1021 cm−3 predicted by ATLANT and XEPAP and 6:2× 1021 cm−3

produced by a combination of MEDUSA and FLY. The discrepancies in these values cannot be
explained by the Doppler eLect; according to the calculated ion velocity distribution, the Doppler
line broadening should be smaller than 1 m RA. The explanation may be related to the method used
to derive the eLective plasma parameters from 2D hydrodynamic simulations. That is, behind the
target, the algorithm chosen leads to underestimated eLective densities. The plasma density has its
minimum on the axis, thus the average density inside the emitting zone is slightly higher than the
axial one; this may be the cause of the diLerences between the synthetic and observed line widths.

Despite additional limitations arising from the implementation of the hydrocode and the post-
processor—due to limited precision of the energy deposition, neglecting the higher-order dielectronic
satellites to the Lyman series members, underestimation of the continuum emission in the synthetic
spectra, and simpli;ed calculation of the radiative transfer—the 2D simulations con;rm the observed
asymmetry in the plasma parameters at the front and rear surface of the laser-exploded foil. In
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Fig. 6. The comparison of the spectra observed at distances of 50 �m from the front (a) and rear (b) target surface
with the synthetic spectral pro;les. The simulations are based on 2D ATLANT hydrodynamics post-processed by the
code XEPAP and 1D MEDUSA modeling combined with the code FLY. For completeness, the steady-state spectrum
corresponding to the average plasma parameters is also shown.

particular, the occurrence of the extended dense plasma region behind the target was corroborated.
The comparison of the synthesized and experimental data supports the accuracy of the plasma den-
sities derived from the spectral line widths and shifts.

5. Summary and conclusions

By using the high-dispersion, spatially resolving VJS, the emission from a laser-irradiated 5-�m-
thick Al foil was investigated; these measurements are complementary to previously reported ex-
periments with a constrained Mow plasma produced on dot targets. The X-ray spectra observed
simultaneously at the front and rear surface of the self-supported foil reMect an asymmetry in the
distribution of the plasma parameters. The signi;cant features of the spectra emitted from the dens-
est part of the plasma were compared with predictions of post-processed 1D and 2D hydrodynamic
simulations. The emission of the Lyman series member 	 from hydrogenic aluminum was analyzed
in detail. The widths and relative shifts in the positions of this line were interpreted with respect to
the variable density distribution in the expanding plasma. The densities derived from the experiment
are consistent with the simulated plasma conditions. The results obtained corroborate the feasibility
of the plasma density diagnostics based on the line shifts in the intermediately coupled plasmas. Fu-
ture work will concentrate on more precise modeling of the laser energy deposition and the spectra
synthesis based on the full 2D post-processor with more sophisticated radiative transfer calculations.
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